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ABSTRACT

Imitation of musical performances by a machine is an ambi-
tious challenge involving several disciplines such as signal pro-
cessing, musical acoustics or machine learning. The most im-
portant techniques are focused on modeling either the instru-
ment (physical models) or the perceived sound (signal models)
and advances in the last decades in the field of sound synthe-
sis allow for the recreation of highly realistic sounds. How-
ever, these models generally lack an explicit representation of
the performer and the consequence is that despite the realistic
sounds, synthetic reproductions do not sound natural as a hu-
man performance. The role of the performer is usually captured
with expressivity models and more recently, on the analysis of
instrumental controls acquired during real performances.

In this work we present a framework that combines the
modeling of the characteristics of the sound, the instrument as
well as the performer in order to render natural performances
with realistic sounds automatically from a musical score. The
framework is based on a source-filter model, which is driven by
performer controls. Performer modeling is based on automatic
rendering of perceptual features (i.e. fundamental frequency,
energy, timbre and tempo contours); sound source is modeled
through functions that map those perceptual features into spec-
tral envelopes, which are translated into the temporal domain
through additive synthesis; and the instrument is represented as
a multi-directional filter that encodes the sound radiation prop-
erties of the instrument body. The case study is the violin, but
the framework is general and could be applied to any kind of
musical instrument.

1. INTRODUCTION

A musical performance can be regarded as a process in which
symbolic information in the form of a musical score is trans-
formed into sound. The main components in this process are
the performer and the music instrument. The performer inter-
prets the score and generates a sequence of actions that control
the instrument, which in turn produces the sound. It is therefore
of paramount importance in order to produce realistic and natu-
ral synthetic sounds, to model both the instrument sound as well
as the performer. In this work, we mean by realistic, how the
synthetic sound resembles that of the instrument, and natural, it
is related to the sound evolution in time and the resemblance to
a human performance.

Sound synthesis techniques for musical instruments [1, 2]
can be divided into two main categories, physical models [3]
that are focused on the sound production mechanism of the in-
strument, and signal models [4, 5, 6, 7] that are focused on the
perceived sound. These techniques are used with great suc-
cess with impulsively excited instruments such as hammered
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strings [8] or plucked strings [9], however, in the case of con-
tinuously excited instruments such as bowed strings or wind in-
struments, for which the degree of control is much higher, ob-
taining a natural sounding synthesis is still an open issue and it
is a consequence of the lack of an explicit representation of the
performer in the models.

The role of the musician in a musical performance is usu-
ally approached through computational techniques for model-
ing expressive performances. So called expressivity models,
aim to describe and characterize deviations in a real perfor-
mance from the musical score. Deviations come in the form
of continuous numerical aspects of expressivity, mainly tim-
ing, dynamics and pitch. The inclusion of the performer in
synthesis models has been the main subject in the recent work
by Perez-Carrillo [10] and Maestre [11] with the violin, based
on a representation of the performer as continuous bowing con-
trols. Although this technique is able to render much more natu-
ral and realistic sounds than previous techniques, the performer
representation is specific to bowed strings. Grounded on this
previous work [12, 13, 10], we aim to provide a more general
framework that can be extended to other types of instruments
by representing the performer as features typical in expressivity
models, instead of instrumental controls.

A musical instrument can be seen as the association of an
exciter and a resonator. The exciter produces the excitation vi-
bration (glottal chords, lips, reed or bow-string interaction) but
does not produce sound and the resonator is the sounding struc-
ture (body and air cavity) that acts as a sound radiator. The ex-
citation is typically non-linear and resonating bodies are mostly
linear, passive (dissipate energy) and harmonically resonating
structures. Based on this assumption, we approach the render-
ing of the sound of the instrument as a source-filter (exciter-
resonator) model.

This works proposes a framework for realistic and natural
synthesis of musical instruments by combining the modeling
of the characteristics of the sound, the instrument as well as the
performer. The procedure, represented in Figure 1, is based on a
source-filter model, which is driven by performer controls. The
first module is responsible for the representation of performer. It
involves the automatic rendering of the most important percep-
tual features that are related to expressivity, namely, energy en-
velope, fundamental frequency (f0), tempo and timbre. These
features conform the controls that drive the second module, the
sound source synthesis engine. This module is responsible for
mapping the timbre feature to harmonic and residual spectral
envelopes. These envelopes are then filled with harmonic con-
tent corresponding to the pitch and filtered white noise for the
residual part and translated to the time domain through additive
synthesis. The third module is related to the acoustics of the in-
strument and consists of a model of sound radiation represented
as filters that filter the source signal.
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Figure 1: The synthesis framework procedure is based on a source-filter model driven by performer controls. The first module involves
the automatic rendering of the most important perceptual features that are related to the performer, namely, energy, fundamental
frequency (f0), tempo and timbre. These features conform the controls that drive the second module, the sound source synthesis
engine, which is responsible for mapping the timbre feature to harmonic and residual spectral envelopes. These envelopes are then
filled with harmonic content corresponding to the pitch and filtered white noise for the residual part and translated to the time domain
through additive synthesis. The third module is related to the acoustics of the instrument and consists of a model of sound radiation

represented as filters that filter the source signal.

2. PERFORMER MODEL

The role of the performer is represented by expressive contours
of f0, energy, timbre and tempo. Given a symbolic represen-
tation of a musical score, the performer model generates con-
tours for these four parameters. This process of transformation
between a symbolic domain to a continuous control signal do-
main is represented in Figure 2. It starts by enhancing (manu-
ally or automatically) a musical score with explicit indications
about the way of playing (i.e. articulations, slurs, fingering and
dynamics) followed by a codification into intra-note segments
for which a local envelope is generated. Finally, envelopes are
stretched in time and amplitude to match the estimated segment
duration 2.5. Two approaches are proposed for the generation of
the segment envelopes. The first one consists of a concatenation
of intra-note median contours, which is used for the generation
of fO (Section 2.2) and the second one is a concatenation of
note envelopes retrieved from the database, used for the energy
(Section 2.3). Alternative more sophisticated techniques for the
rendering of such control contours are found in [11, 14].

2.1. Score codification as intra-note segments

Codification of the musical score as intra-note segments (Fig-
ure 2) is of crucial importance as the evolution of performer
parameters (specially pitch and energy) largely depend on the
type of segment and they show common patterns inside each of
the categories. The definition of categories is based on a pre-
vious analysis of intra-note segments and bowing parameters in
violin playing [15].

2.1.1. Attacks

There are two main types of attacks, isolated attacks and con-
nected attacks. Isolated attacks are found after a silence and
connected attacks are contiguous to the preceding note and there-
fore codified as part of a note transition. Isolated attacks are, in
the case of the violin, divided into on-string and off-string. A
on-string attack starts with the bow in contact with the string
and it is typically found in staccato (and similar strokes such
as martelé) and can also be found at the first note of a series
of legato or detaché. During off-string attacks the bow has an
air-borne phase before it gets in contact with the string. Typical
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bowing strokes with off-string attacks are bouncing bow-strokes
(e.g. spiccato, saltato) and can also be found at the first note of
a legato or detaché sequence.

2.1.2. Transitions

Note-transitions are segments where a change of note occurs.
They are unstable parts where the first note is finishing (release)
and the second is beginning (attack). The main bow strokes in-
volved are detaché and legato. Note transitions in violin playing
can be mainly caused through four types of changes in control
actions (and their combinations, making a total of 15 types of
transitions), a change in the of the pressing finger, a left hand
position change, a change of string and a change of bowing di-
rection.

2.1.3. Releases

We only label as releases the ones that are followed by a silence.
Releases in contiguous notes are treated as part of a transition.
We can identify two types, the first one is the freely-vibrating
release that lasts until the string stops vibrating by itself, and the
second type is the broken release, which is caused by stopping
the string with the bow.

2.2. Pitch Contour Rendering

Pitch is rendered as a piecewise function of intra-note pitch
segments corresponding to the note’s attack, sustain, transition
and release (Figure 2). A database of violin performances was
automatically segmented and labeled according to those cate-
gories [15]. For each category, all the matching segments in the
database are normalized in length and amplitude and the median
pitch contour is used as representative. During the pitch render-
ing process, representatives of each segment are retrieved, time-
stretched to match the note duration and amplitude-stretched to
match the difference in the nominal note pitches and finally, the
contours are concatenated.

Sustains are treated differently as they are highly variable
in duration and may include vibrato. In this case (sustains), the
pitch is rendered flat and vibrato is added in sustains longer than
the vibrato offset (Figure 3). Vibrato curve is rendered by spec-
tral synthesis of a sinusoid with associated frequency and am-
plitude envelopes that include fade-ins and fade-outs (Figure 3).
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Figure 2: Process of transformation from a symbolic musical score to continuous control signals. It starts by enhancing a musical
score with explicit indications about the way of playing (i.e. articulations, slurs, fingering and dynamics) followed by a codification
into intra-note segments for which a local envelope is generated. Finally, envelopes are stretched in time and amplitude to match the

estimated segment duration.

All parameters of the vibrato can be customized and randomly
altered.

vibrato envelope
with fade in/fade out

vibrato
offset

depth (amplitude) and rate (frequency)
Envelopes (randomly variable).

Figure 3: Vibrato is rendered by spectral synthesis of a sinusoid
with associated frequency and amplitude envelopes that include
fade-ins and fade-outs.

2.3. Energy Contour Rendering

The same procedure applied to the pitch based on concatenation
of medians of intra-note segment categories was applied with
little success. Instead of that method, sampling was used. For
each note in the score, the most similar note in the database is
selected according to the note context (duration, dynamics and
articulation) and the context of the surrounding notes (previous
and next). Finally the selected energy envelope is time-stretch
to match the note duration.

2.4. Timbre Trajectory

Timbre in the database is encoded as a number corresponding
to a cluster in the timbre space of the database. Details about
the timbre space are given in Section 3. The timbre trajectory
of a note is then represented as a series of consecutive cluster
numbers for each frame in the note. The synthesis of a timbre
trajectory is carried out in the same manner as the energy, that
is, by retrieving from the database the timbre trajectory of the
closest note. Then, for each frame of the timbre trajectory the
spectral envelope of the center of the cluster is used. Finally,
smoothing between consecutive frames belonging to different
clusters is applied.
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Figure 4: The timbre space is divided into clusters. A timbre
trajectory is represented as a series of consecutive cluster num-
bers. Each sound frame in the database has an associated timbre
cluster. To recreate its spectral content, it is mapped into the
spectral envelopes corresponding to the enter of the cluster.

2.5. Tempo

Tempo is represented as the note duration rate respect to the
nominal note duration in the score. It is computed by train-
ing feed-forward neural networks with the following inputs at
the current, previous and next note: score tempo, dynamics
[pp,p.mf.f.ff], note duration in beats, metrical strength [0..1]
and melodic boundary [0..1]. The melodic boundary is com-
puted following the local boundary detection model by Cam-
bouropoulos [16]. The output of the neural network is the rate
between the notes’ duration in the score and in a performance
of the score. Alternative methods are reported in [17, 18].

3. SOUND-SOURCE MODEL

The sound-source in bowed strings corresponds to the vibra-
tion of th string. The model is based on spectral analysis of
the recordings in the database [10] based on the harmonic plus
residual model [19]. Harmonic and residual components are
both represented as the energy in 40 overlapping frequency bands
with centers following a logarithmic scale. The band’s overlap-
ping factor is 50% and the energy of each band is estimated as
the average of the corresponding frequency bins, weighted by
a triangular function. The selection of the bands is inspired by
perceptual models such as the Mel scale. In the case of the har-
monics, the amplitude at each bin is determined by a harmonic
envelope. This envelope is obtained at each frame by interpo-
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lating harmonic peaks using a 3rd order spline (see Figure 5).

Harmonic and residual timbre space (40-dimensional) are
built with all the computed envelopes in the database (normal-
ized to the energy) and a K-means algorithm is run to automat-
ically partition the space into 32 timbre clusters. Each cluster
represents a specific envelope shape. Timbre characteristics of
any audio fragment can then be represented as a succession of
cluster and each cluster is represented by the 40 spectral enve-
lope coefficients of its center as explained in Subsection 2.4 and
Figure 4.
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Figure 5: Harmonic and residual components are both repre-
sented as the energy in 40 overlapping frequency bands with
centers following a logarithmic scale. The energy of each band
is estimated as the average of the corresponding frequency bins,
weighted by a triangular function. In the case of the harmonics,
the amplitude at each bin is determined by a harmonic envelope,
which is obtained at by interpolating harmonic peaks using a 3rd
order spline.
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4. INSTRUMENT SOUND RADIATION

The third and last module of the framework is the model of the
resonator, the sound radiator structure of the instrument, which
determines the characteristic color of the sound of the specific
instrument. One of the advantages of modeling this part sep-
arately is the possibility of simulating different instruments of
the same family as well as the simulation of directional sound
effects. In a simplified model of sound production and percep-
tion, we can consider this part to be linear. It is usually modeled
as a linear filter [20, 21] by measuring its response to a known
excitation and computing its body transfer function (BTF) or
body impulse response (BIR). There exist many different meth-
ods to obtain BTF’s depending on the specific instrument.

The presented method here is based on previous work[13]
where violin BIR are measured based on non-impulsive decon-
volution of signals. Excitation signal was applied by bowing
glissandi (sweeping the lowest octave) and the response was
measured simultaneously with a bridge-pickup and a micro-
phone in an anechoic chamber. An impulse response is obtained
by performing a deconvolution between these non-impulsive
bridge-pickup and microphone recordings.

The deconvolution process (Figure 6) starts with the align-
ment of excitation and response signals. Then, both signals are
windowed and expressed in the spectral domain, obtaining two
frame streams that are aligned in time. At this point, we apply a
frame-by-frame deconvolution. The magnitude is weighted and
averaged by the energy content of each spectral bin. Regard-
ing the phase, due to its cyclic behavior, carrying out a classi-
cal weighted average would not provide good estimations. As
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a first attempt, we explored a method based on constructing a
histogram of the phase values estimated for each spectral bin,
weighted by their corresponding energy. However, the resulting
BIR’s were not causal, so finally we computed the minimum
phase BIR’s from the estimated BTF magnitudes by using the
cepstrum and converting anti-causal exponentials to causal ex-
ponentials [22].
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Figure 6: Schematic block diagram of the body impulse re-
sponse estimation process.

Using multiple microphones, it is possible to simultane-
ously measure a set of impulse responses in various directions
around the violin. The impulse responses can be convolved with
a source signal, which improves the sound quality of the syn-
thesizer and allows the simulation of sound directivity effects.
Figure 7 shows an example of directivity patterns in the violin.

Although the method is used here for the violin, this is a
general procedure that can be applied to other musical instru-
ments as well. The requirement is that there must be a way to
measure an excitation signal together with the response signals.

4.1. Directional sound effects

By computing several BTF’s around the instrument, we can
recreate the sound perceived by a listener at different directions
and provide a better listening experience by simulating effects
such as stereo or the movement of the player. Stereo can be
simulated by using two different BIR’s, one for each ear. The
movement of the performer is another important effect. Ancil-
lary gestures are constantly changing the position and orienta-
tion of the instrument, so the listener is perceiving the sound
radiated at continuously changing directions. To simulate this
motion we need to estimate the situation of the listener with
respect to the sound source and apply a dynamic convolution
with the corresponding BIR at each instant. Typical durations
of a BIRs restrict the rate at which the listener position can be
updated that may result in significant changes between consecu-
tive convolutions. In order to avoid this artifact, an algorithm for
dynamic convolution is proposed based on the fragmentation of
BIR’s into smaller sub-BIR’s and a convolution algorithm that
processes sub-BIRs concurrently and a sum of all the running
convolutions is delivered.

5. CONCLUSIONS

We have presented a framework that combines the modeling of
the characteristics of the sound, the instrument as well as the
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Figure 7: Directivity patterns in the x-z plane. Violin directivity
at different frequencies. The patterns show the difference [dB]
of sound levels depending on frequency and direction. The pat-
terns were obtained with the performer holding the violin.

performer in order to render natural performances with realistic
sounds automatically from a musical score. The framework is
based on a source-filter model, which is driven by performer
controls. Performer modeling is based on automatic render-
ing of perceptual features (i.e. fundamental frequency, energy,
timbre and tempo contours); sound source is modeled through
functions that map those perceptual features into spectral en-
velopes, which are translated into the temporal domain through
additive synthesis; and the instrument is represented as a multi-
directional filter that encodes the sound radiation properties of
the instrument body. The case study is the violin, but the frame-
work is general and could be applied to any kind of musical
instrument.
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